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Abstract—Many methods have been considered for gene selection and analysis of gene expression data. Nonetheless, there still

exists the considerable space for improving the explicitness and reliability of gene selection. To this end, this paper proposes a novel

method named robust graph regularized non-negative matrix factorization for characteristic gene selection using gene expression data,

which mainly contains two aspects: Firstly, enforcing L21-norm minimization on error function which is robust to outliers and noises in

data points. Secondly, it considers that the samples lie in low-dimensional manifold which embeds in a high-dimensional ambient

space, and reveals the data geometric structure embedded in the original data. To demonstrate the validity of the proposed method, we

apply it to gene expression data sets involving various human normal and tumor tissue samples and the results demonstrate that the

method is effective and feasible.

Index Terms—Gene expression data, gene selection, manifold embed, L2,1-norm, nonnegative matrix factorization
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1 INTRODUCTION

TUMOR is one of the most harmful diseases, which has
plagued the human for many years. It is said that tens

of thousands of people die from tumor every year. There-
fore it is important and challenge for scientists to find the
virulence genes in numerous gene expression data. With
the development of microarray technologies [1], [2], [3], [4],
many methods have been used in gene expression data for
gene selection [5], [6], [7]. For example, Journ�ee et al. pro-
posed a sparse principal component analysis (SPCA)
method by using generalized power method [8]. Witten
et al. proposed a penalized matrix decomposition (PMD)
method which has been expressed useful in microarray
analysis via imposing penalization on factor matrices [9].
Nonnegative matrix factorization with sparse constraints
(NMFSC), which was first introduced by Hoyer in 2004 [10],
has been widely used in gene selection. Devarajan

demonstrate that NMF is an analytical and interpretive tool
in computational biology [11]. Brunette et al. using matrix
factorization discovery meta-genes and molecular pattern
[12]. Utro and Giancarlo proposed the Consensus Cluster-
ing methodology for microarray data analysis [13].

Though the aforementioned methods are useful, there
are two characteristics of gene expression data that present
challenging problems for traditional machine-learning
methods: Firstly, in many real data applications, we usually
consider the samples in low-dimensional manifold which
embeds in a high-dimensional ambient space, and thus, it is
important and necessary to consider the data geometric
structure embedded in the original data. However, these
methods do not consider that. Secondly, the real gene
expression data often contain many outliers and noises,
however these methods cannot deal with the outliers and
noises effectively.

Facing with the first problem and from the geometric
perspective, it is obvious that manifold learning is an appro-
priate method to consider the data geometric structure
embedded in the original data. Cai et al. proposed graph
regularized nonnegative matrix factorization (GNMF) [14],
[15] model to preserve geometrical information by con-
structing affinity graph but it cannot deal with the outliers
and noises. The second problem can be solved by enforcing
L21-norm on object function [16].

Motivated by previous researches [17], [18], in this paper,
we propose a novel method, robust graph regularized non-
negative matrix factorization (RGNMF) algorithm, via
imposing the Manifold Regularization to discover the low
dimension manifold embedded in a high dimensional ambi-
ent space and enforcing L2;1-norm [19] instead of L2-norm
on error function to diminish the impact of noisy and out-
liers [20], [21], [22].
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Firstly, L2;1-norm based error function is used to reduce
the outliers and noises in real gene expression data.

Secondly, the addition of manifold regularization aims to
find the low dimensional manifold in the high dimensional
feature space and can find the inherent law of data from the
observations [23].

The rest of the paper is organized as follows. In Section 2,
we propose the RGNMF method and demonstrate the effi-
cient algorithm of our method. In Section 3, we compare
our RGNMF method with other four methods (GNMF,
NMFSC, PMD and SPCA). Finally, the conclusions are
given in Section 4.

2 METHODOLOGY

We begin with the study of L21-norm, followed by a robust
feature selection which unifies L21-norm and manifold
based on NMF method. Then we give an efficient algorithm
to solve the minimization problem.

2.1 Mathematical Definition of L2;1

This subsection briefly introduces the L2;1-norm which was
proposed in [21]. It is defined as

Mk k2;1 ¼
Xn

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXs

j¼1 m
2
ij

r
¼

Xn

i¼1 mi
�� ��

2
; (1)

here mi is the ith row of M. The explanation of L2;1-norm is

that we firstly compute L2-norm of rows mi and then com-
pute L1-norm of vector . The amplitude of components of
vector bðMÞ dedicates how important each dimension is.
L2;1-norm favors a small number of non-zero rows in M,
accordingly ensuring dimension reduction to be achieved
[20], [24].

2.2 Robust Graph regularized Non-Negative
Matrix Factorization

We first introduce the standard NMF algorithm in our
method. Let X ¼ ðx1; x2; :::; xjÞ 2 Ri�j, Y ¼ ðy1; y2; :::yjÞ
2 Rd�j, the error function of standard NMF [25] is

X�AYk k2F¼
Xj

n¼1 xn �Ayn
�� ��2 ; st:Y > 0;A > 0: (2)

Here the error for each data point enters the objective
function as squared residue error in a manner of

kxn �Aynk2. As a result, a few large outliers and errors can

easily dominate the objection function because of the
squared errors. So, it is necessary to propose the L2;1-norm
formulation to reduce the outliers [21], [26].

The development of graph theory and manifold learning
theory [27] have demonstrate that the local geometric struc-
ture embedded in high dimension can be effectively mod-
eled through a nearest neighbor graph. For each data point
xi we find its k nearest neighbors and put edges between
and its neighbors. There are many choices to define the
weight matrix W on the graph. The wjl is used to measure
the closeness of two points xj andxl.

The method to defined the weight matrix is as follows:
0-1 weight: wjl ¼ 1, if and only if node j and l are con-

nected by edge. This is the simplest weighting method and
is very easy to compute.

The wjl ¼ 1 is only for measuring the closeness of two
data point in this method, so we apply the Euclidean dis-

tance Oðsj; slÞ ¼ ksj � slk2 to measure the distance between
the low dimension of two data points.

Then the smoothness of the low dimension representa-
tion can be measured by:

R ¼ 1

2

XN

j;l
sj � sl

�� ��2wjl

¼
XN

j¼1 s
T
j sjdjj �

XN

j;l¼1 s
T
j slwjl

¼TrðYDYT Þ � TrðYWYT Þ
¼ TrðYLYT Þ:

(3)

The error function of the RGNMF formulation is

min
A;Y

X�AYk k2;1 þ �TrðYLYT Þ; st:Y > 0;A > 0; (4)

where Tr(�) denotes a trace of matrix, the regularization
parameter � � 0 controls the smoothness of the new repre-
sentation [28]. W is a weight matrix of the nearest neighbor
graph and D is a diagonal matrix whose entries are column
(or row, since W is symmetric) sums of W, djj ¼

P
c wjc:

L ¼ D�W, which is called graph Laplacian [29].

2.3 An Efficient Algorithm of RGNMF

The error function in Eq. (4) can be rewritten as

f ¼ TrððX�AYÞGðX�AYÞT Þ þ aTrðYTLYÞ
¼ TrðXGXT Þ � 2TrðXGYTAT Þ þ TrðAYGYTAT Þ
þ aTrðYLYT Þ;

(5)

whereG is a diagonalmatrixwith diagonal elements given by

Gjj ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXi

m¼1 ðX�AYÞ2mj þ "

r
¼ 1= xj � Fgj þ "

�� ��; (6)

where " is a positive number and infinitely close to but not
equal to zero.

To solve the constrained optimization problem in Eq. (4),
we first introduce Lagrange multipliers cik and fkj by con-
straint aik � 0 and ykj � 0, respectively [30]. Let C ¼ ½cik�
and F ¼ ½fkj�, the Lagrange function L is defined as

L ¼ TrðXGXT Þ�2TrðXGYTAT Þ þ TrðAYGYTAT Þ
þ �TrðYLYT Þ þ TrðCAT Þ þ TrðFYT Þ: (7)

Using the KKT conditions [31] cikaik ¼ 0 and fkjykj ¼ 0,
left multiplying the two sides of the derivatives of L with
respect to A and Y by aik and ykj, we obtain the updating
rules which are listed as follows:

aik  aik
ðXGYT Þik
ðAYGYT Þik

; (8)

ykj  ykj
ðATXGþ �YWÞkj
ðATAYGþ �YDÞkj

: (9)

The detail of our method is summarized as listed in
Algorithm 1. The iteration procedure is repeated until the
algorithm converges.
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The advantage of multiplicative updating rules is guar-
antee of non-negative of A and Y.

Algorithm 1. RGNMF

Input: X 2 Ri�j and parameter �.
Output: Y 2 Rk�j,A 2 Ri�k,W 2 Rj�j

1: Initialize A0 2 Ri�k andY0 2 Rk�j as non-negative matrices,

G0 2 Rj�j as an identity matrix.
Set r ¼ 0.
2: repeat
Update Arþ1 as

Arþ1  Ar
XGrY

T
r

ArYrGrY
T
r

Update Yrþ1 as

Yrþ1  Yr
ðAT

rþ1XGrþ1þ�YrWÞjk
ðAT

rþ1AYrGrþ1þ�YrDÞjk
Compute diagonal matrixGrþ1 according to Eq. (7).
r ¼ rþ1

Until convergence

Theorem 1. The object function in Eq. (4) is non-increasing
under the updating rules in Eq. (8) and (9).

Please see the Appendix for a detailed proof of the above
theorem. Our proof essentially follows the idea in the proof
of Lee and Seung’s paper [32].

2.4 Extracting Characteristic Genes by RGNMF

In this paper, based onL2;1-norm andmanifold regularization
algorithm, a new method is introduced to gain the differen-
tially expressed genes. The gene expression data are gathered
in the matrix X with size i� j. Each row of X represents the
transcriptional response of the ith genes in all sample. So, the
nonnegativematrix factorization ofX can bewritten as:

X � AY; (10)

where Y is a k� j matrix which is called the coefficient
matrix, A is an i� k matrix which is called the basis matrix,
among them k 	 minði; jÞ. Then, we can extract differen-
tially expressed genes from the basis matrix A, the progress
is listed in the following:

The matrix A can be described as follows:

A ¼ ½A1;A2; . . . ;AK �T : (11)

We can get the evaluating vector A which is sorted in
descending order:

A ¼
Xk

m¼1 A1mj j; . . . ;
Xk

m¼1 Ajm

�� ��h iT
: (12)

Without loss of generality, the larger the element in A is,
the more differential the gene is. So, the genes associated
with the first num (num 	 j) largest entries in A are selected
as differentially expressed ones.

As a conclusion, we describe the RGNMF method to
extract differentially expressed genes as follows:

1) Gain the data matrix X according to gene expression data.
2) Obtain the diagonal matrix W and basis matrix A by

using RGNMFmethod.
3) Extract the differentially expressed genes via matrix A.
4) Check the extracted genes through gene ontology (GO)

tool.

3 RESULTS AND DISCUSSION

In order to evaluate the performance of RGNMF method,
several experiments are carried out to compare our method
with the following four ones: (a) GNMF method (proposed
by Cai et al. [14]); (b) NMFSC method (proposed by Hoyer
[33]); (c) SPCA method (proposed by Journ�ee et al. [34]); (d)
PMD method (proposed by Witten et al. [35]). We perform
these methods on four publicly available datasets, i.e., leu-
kemia dataset [36], medulloblastoma dataset [37], diffuse
large B cell lymphoma (DLBCL) dataset [38], and lung carci-
nomas dataset [39].

All the parameters we get from the comparison algo-
rithm are following the results described in their own
papers. For example, GNMF algorithm, which used graph
regularization to preserve the local structures of data, needs
to construct a K-nearest neighbor graph. We set the distance
metric as Euclidean distance, the value of K as 5, and the
mode as the heat kernel in LPP [40].

3.1 Gene Ontology Analysis

In this paper, the tool to evaluate differentially expressed
genes is GO Term which can provides profound informa-
tion for the biological interpretation of high-throughput
experiments. The gene ontology enrichment of functional
annotation of the extracted genes by five methods is
detected by ToppFun which is publicly available at: http://
toppgene.cchmc.org/enrichment.jsp.

For a fair comparison, 100 genes are selected from gene
expression data by GNMF, NMFSC, SPCA, PMD and
RGNMFmethods.

3.2 Leukemia Dataset

The leukemia dataset has become a reference in tumor selec-
tion. In this dataset, the distinction between acute myeloge-
nous leukemia (AML) and acute lymphoblastic leukemia
(ALL), as well as the division of ALL into T and B cell sub-
types, is known. The dataset contains p ¼ 5000 genes in 38
samples, and consists of 19 cases of B cell ALL (ALL_B), 8
cases of T cell ALL (ALL_T), and 11 cases of AML [36].

Table 1 lists the 10 closely related to the leukemia terms
of P-values corresponding to different methods. In this
table, the lowest P-values among the five methods is
marked in bold type. It can be found that our method per-
forms better than GNMF in seven terms. In another three
terms (GO:0042277, GO:0033218, GO:0003823), our method
has the same P-value with the GNMF. Only in one term
(GO:0001772), NMFSC performs better than our method
and it is obvious that our method is superior to PMD and
SPCA.

Inspired by the work, there are 50 genes that are most
highly correlated with the ALL-AML class distinction.
Among the 50 genes, 35 genes (the total number of selected
genes are 1,000) are selected by RGNMF, part of them are
listed in Table 2. In the top 30 genes in the selected 100
genes, there are 28 genes are also selected in [41].

3.3 Medulloblastoma Dataset

We also apply these methods to the Medulloblastoma data-
set [37], which is about childhood brain tumors. The patho-
genesis of these tumors is not well understood, but it is
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generally accepted that there are two known histological
subclasses: classic and desmoplastic, whose differences can
be clearly seen under the microscope. In our experiment,
the dataset contains p ¼ 5,893 genes in 34 samples. The sam-
ples can be divided into 25 classic and nine desmoplasitic
medulloblastomas. We analyze 34 medulloblastoma sam-
ples whose histology was scored by using World Health
Organization (WHO) criteria.

Table 3 lists the 10 closely related to the medulloblastoma
terms of P-values corresponding to different methods. In
this table, the lowest P-values among the five methods are
marked in bold type. It can be found that RGNMF outper-
forms the others in all the terms.

A number of genes not previously associated with clini-
cal outcome were identified. There are fifty genes most
highly associated with favorable outcome and treatment
failure according to the signal-to-noise metric. These corre-
lated with favorable outcome include many genes charac-
teristic of cerebellar differentiation (vesicle coat protein

b-NAP, NSCL1, TRKC, sodium channels), and genes encod-
ing extracellular matrix proteins (PLOD lysyl hydroxylase,
collagen type V elastin). As expected, TRKC expression is
correlated with a favorable outcome, consistent with previ-
ous reports of this association [42]. Among the 100 genes, 51
genes (the total number of selected genes are 1,000) are
selected by RGNMF, part of them are listed in Table 4. In
the top 30 genes in the selected genes, there are eight genes
are also selected in [43].

3.4 Diffuse Large B Cell Lymphoma Dataset

Diffuse large B-cell lymphoma, the most common lymphoid
malignancy in adults, is curable in less than 50 percent of
patients. Shipp et al. applied a supervised learning method
on an expression profiling dataset of 7,139 genes on 58
tumor specimens, and identified 13 genes that are highly
predictive to the outcomes [38]. The research presented in
this paper uses Shipp’s dataset [www.genome.wi.mit.edu/
MPR/lymphoma].

TABLE 1
The Leukemia Terms of P-Values Corresponding to Different Methods

ID Name RGNMF GNMF NMFSC SPCA PMD

17092989-SuppTable1 Human Lymphoma Fogel07 33genes 4.95E-38 6.63E-35 2.30E-27 1.14E-17 9.91E-23
18689800-TableS7 Human Embryonic Stem Cell Thomas08 1088genes 5.05E-20 1.12E-18 3.30E-17 1.78E-10 2.36E-12
12086872-Table 11c Human Leukemia Yeoh02 40genes T-ALL 3.17E-18 2.55E-17 7.36E-16 1.55E-15 2.23E-14
GO:0042277 peptide binding 2.55E-10 2.55E-10 1.53E-04 1.53E-08 6.63E-07
GO:0033218 amide binding 3.92E-10 3.92E-10 1.90E-04 none 9.01E-07
GO:0003823 antigen binding 6.71E-08 6.71E-08 2.00E-06 3.05E-06 2.32E-05
GO:0032403 protein complex binding 6.00E-07 8.54E-05 1.90E-07 2.88E-06 1.04E-05
GO:0005615 extracellular space 4.24E-07 2.11E-06 7.04E-05 1.73E-03 6.02E-04
GO:0016023 cytoplasmic membrane-bounded vesicle 8.35E-07 4.35E-06 1.96E-03 none none
GO:0001772 immunological synapse 3.43E-06 1.53E-04 7.24E-08 1.02E-07 3.04E-06

‘none’ denotes that the algorithm cannot give the GO terms.

TABLE 2
Leukemia Genes Extracted by RGNMF

Gene ID Accession NO Gene name Gene function

100 M13792 ADA It encodes an enzyme that catalyzes the hydrolysis of adenosine to inosine.
4792 M69043 MAD-3 It encodes a member of the NF-kappa-B inhibitor family, which contain multiple ankrin

repeat domains.
7155 Z15115 TOP2B It encodes a DNA topoisomerase, an enzyme that controls and alters the topologic states of

DNA during transcription.
5687 X59417 PSMA6 It encodes a member of the peptidase T1A family, that is a 20S core alpha subunit.
896 M92287 CCND3 This protein has been shown to interact with and be involved in the phosphorylation of

tumor suppressor protein Rb.
4602 U22376 MYB It encodes a transcription factor that is a member of the MYB family of transcription factor

genes. This protein plays an essential role in the regulation of hematopoiesis and may play
a role in tumorigenesis.

973 U05259 CD79A It encodes the Ig-alpha protein of the B-cell antigen component. The B lymphocyte antigen
receptor is a multimeric complex that includes the antigen-specific component, surface
immunoglobulin (Ig). Surface Ig non-covalently associates with two other proteins, Ig-
alpha and Ig-beta, which are necessary for expression and function of the B-cell antigen
receptor.

5552 X17042 SRGN It encodes a protein best known as a hematopoietic cell granule proteoglycan. This
encoded protein was found to be associated with the macromolecular complex of gran-
zymes and perforin, which may serve as a mediator of granule-mediated apoptosis.

3576 Y00787 CXCL8 It is believed to play a role in the pathogenesis of bronchiolitis, a common respiratory tract
disease caused by viral infection.

4069 M19045 LYZ It encodes human lysozyme,whose natural substrate is the bacterial cell wall peptidoglycan.
1509 M63138 CTSD It encodes a lysosomal aspartyl protease composed of a dimer of disulfide-linked heavy

and light chains.
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Table 5 lists the eight closely related to DLBCL terms of
P-values corresponding to different methods. In this table,
the lowest P-values among the five methods are marked in
bold type. It can be found that our method performs better
than GNMF, SPCA and PMD in all terms. In M19251 and
15790779-Table 2 terms, our method has the same P-value
with the NMFSC.

3.5 Lung Carcinomas Dataset

Carcinoma of the lung claims more than 150,000 lives every
year in the United States. More fundamental knowledge of
the molecular basis of lung carcinomas could aid in the pre-
diction of patient outcome, the informed selection of cur-
rently available therapies, and the identification of novel
molecular targets for chemotherapy [44].

TABLE 3
The Medulloblastoma Terms of P-Values Corresponding to Different Methods

ID Name RGNMF GNMF NMFSC SPCA PMD

GO:0006415 translational termination 8.13E-84 1.23E-77 7.19E-78 9.59E-68 6.91E-56
GO:0022626 cytosolic ribosome 6.08E-84 2.20E-80 8.62E-81 7.30E-68 3.03E-56
GO:0006414 translational elongation 9.08E-81 1.47E-75 1.86E-77 2.61E-66 2.04E-57
GO:0006614 SRP-dependent cotranslational protein targeting

to membrane
9.08E-81 6.08E-75 5.26E-75 2.18E-65 6.38E-54

GO:0006613 cotranslational protein targeting to membrane 2.64E-80 1.56E-74 1.44E-74 5.00E-65 1.28E-53
GO:0044391 ribosomal subunit 5.49E-78 1.05E-70 1.54E-70 7.75E-62 1.97E-51
GO:0003735 structural constituent of ribosome 1.00E-71 4.07E-67 3.35E-67 8.85E-59 2.40E-48
GO:0005840 ribosome 2.52E-69 3.00E-65 1.46E-64 4.64E-55 1.17E-45
M4481 Genes up-regulated in comparison of naive B cells versus

un-stimulated neutrophils.
8.82E-35 3.80E-33 1.88E-32 1.93E-29 9.76E-25

M3327 Genes down-regulated in comparison of poly some bound
(translated) mRNA versus total mRNA in dendritic cells.

5.66E-28 3.37E-26 7.47E-26 9.20E-28 4.04E-23

TABLE 4
Medulloblastoma Genes Extracted by RGNMF
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A total of 203 snap-frozen lung tumors (n ¼ 186) and nor-
mal lung (n ¼ 17) specimens were used to create two data-
sets. Of these, 125 adenocarcinoma samples were associated
with clinical data and with histological slides from adjacent
sections. The 203 specimens include histologically defined
lung adenocarcinomas (n ¼ 127), squamous cell lung carci-
nomas (n ¼ 21), pulmonary carcinoids (n ¼ 20), SCLC (n ¼
6) cases, and normal lung (n ¼ 17) specimens. Other adeno-
carcinomas (n ¼ 12) were suspected to be extrapulmonary
metastases based on clinical history (see SampleData.xls,
which is published as supporting information on the PNAS
web site, www.pnas.org, and at www.genome.wi.mit.edu
MPR lung).

Table 6 lists the nine closely related to lung carcinomas
terms of P-values corresponding to different methods. From
the multi-class dataset, it can be found that our method per-
forms better than others in all terms.

4 CONCLUSIONS

In this paper, we propose an effectivemethodwith enforcing
L2;1-norm andGraph Regularized on error function. Accord-
ingly, by previous works, the L2;1-norm can diminish the
outliers and noisy data, manifold regularization can find the
low dimensional manifold in the high dimensional feature
space, and calculate the corresponding embeddingmapping,
and find the inherent law of data from the observations. We

also use the non-negative factorization method to avoid the
high dimension, non-negative problems. To the summary,
our method can handle high-dimension, non-negative, out-
liers andmanifold embed simultaneously.

Furthermore, the genes selected by the methods on
four tumor datasets of gene expression are analyzed by
using GO terms enrichment. The results indicate that the
proposed RGNMF method has superiority over GNMF,
NMFSC, SPCA and PMD on extracting the differentially
expressed genes.
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APPENDIX

PROOFS OF THEOREM

To prove Theorem 1, we need to show that the object
function in Eq. (4) is non-increasing under the updating
rules. For the objective function, we need to fix A if we
update Y. Similarly, we need to fix Y if we update A.
Hence, we only need to prove that Eq. (4) is non-increas-
ing under the update rules. Our proof make use of an aux-
iliary function similar to that used in the Expectation-
Maximization algorithm [45]. We first give the definition
of the auxiliary function [18].

TABLE 5
The DLBCL Terms of P-values Corresponding to Different Methods

ID Name RGNMF GNMF NMFSC SPCA PMD

M11197 Housekeeping genes identified as expressed
across 19 normal tissues.

2.70E-100 1.09E-96 1.72E-98 1.96E-87 6.86E-95

M19251 Genes up-regulated in Caco-2 cells after
coculture with the probiotic bacteria L. casei
for 6h.

3.54E-46 5.74E-44 2.27E-46 6.10E-24 1.37E-41

16872506-SuppTable1 Human Leukemia Yukinawa06 2000genes 1.48E-44 2.04E-41 3.95E-43 1.22E-30 1.22E-43
18931459-Table 2 Human Leukemia Lee08 66genes 1.06E-41 5.44E-37 2.47E-39 5.17E-16 3.78E-37
15790779-Table 2 Human BoneMarrow Jeong04 50genes 6.07E-38 1.05E-35 4.28E-38 1.37E-14 2.08E-35
M2535 The ‘3/3 signature’: genes consistently

down-regulated in all three pools of normal
mammary stem cells.

5.67E-31 2.32E-29 2.75E-27 1.07E-22 1.58E-29

16651414-Supp2 Human Breast Bertucci06 2537genes 1.36E-31 1.76E-30 1.25E-30 7.57E-19 1.87E-30
M15774 Genes whose promoters are bound by MYC,

according to MYC Target Gene Database.
7.27E-16 4.25E-15 4.06E-15 7.09E-12 2.54E-15

TABLE 6
The Lung Carcinomas Terms of P-values Corresponding to Different Methods

ID Name RGNMF GNMF NMFSC PMD SPCA

GO:0006415 translational termination 9.58E-19 6.38E-17 7.55E-17 1.38E-15 2.34E-03
GO:0022626 cytosolic ribosome 8.43E-19 5.19E-17 5.21E-17 1.03E-15 1.23E-03
GO:0006613 cotranslational protein targeting to membrane 7.20E-18 2.31E-17 1.94E-17 1.91E-16 5.39E-03
GO:0006614 SRP-dependent cotranslational protein

targeting to membrane
5.49E-18 3.58E-16 3.05E-16 6.06E-15 6.38E-02

M11197 Housekeeping genes identified as expressed
across 19 normal tissues.

1.47E-18 2.58E-18 2.58E-18 1.37E-17 1.16E-05

GO:0006414 translational elongation 2.29E-18 1.38E-16 1.54E-16 1.89E-15 none
GO:0005840 ribosome 1.27E-16 1.65E-16 2.03E-16 1.34E-15 2.58E-02
GO:0003735 structural constituent of ribosome 1.39E-15 1.77E-15 1.94E-15 2.32E-14 1.23E-02
GO:0005198 poly(A) RNA binding 4.05E-10 5.04E-10 4.86E-10 1.13E-07 none

‘none’ denotes that the algorithm cannot give the GO terms.
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Definition. Gðy; y0Þ is an auxiliary function of F ðyÞ if the
conditions

Gðy; y0Þ � F ðyÞ; Gðy; yÞ ¼ F ðyÞ: (13)

This auxiliary function is very useful because of the fol-
lowing lemma.

Lemma 1. If G is an auxiliary function of F , then F is non-
increasing under the update

yðtþ1Þ ¼ argmin
h

Gðy; yðtÞÞ: (14)

Proof.

F ðyðtþ1ÞÞ 	 Gðyðtþ1Þ; yðtÞÞ 	 GðyðtÞ; yðtÞÞ ¼ F ðyðtÞÞ: tu
Now we will show that the update step for Y in Eq. (9) is

exactly the update in Eq. (14) with a proper auxiliary
function.

Considering any element yba in Y, we use Fba to denote
the part of Eq. (4) which is only relevant to yba. It is easy to
obtain the following derivatives:

F 0ba ¼
�
@O1

@Y

�
ba

¼ ð�2ATXGþ 2ATAYGþ 2�YLÞba
F 00ba ¼ 2ðATAGÞbb þ 2�Laa:

(15)

Since our update is essentially wised, it is essential to
show that each Fba is non-increasing under the update rules.
Consequently, we introduce the following lemma.

Lemma 2. Function

Gðy; yðtÞba Þ ¼ FbaðyðtÞba Þ þ F 0baðyðtÞba Þðy� y
ðtÞ
ba Þ

þ ðA
TAYGÞba þ �ðYDÞba

y
ðtÞ
ba

ðy� y
ðtÞ
ba Þ2

(16)

is an auxiliary function for Fab.

Proof. We only need to show that Gðy; yðtÞba Þ � FbaðyÞ because
Gðy; yÞ ¼ FbaðyÞis obvious. There for, we compare the
Taylor series expansion of FbaðyÞ

FbaðyÞ ¼ FbaðyðtÞba Þ þ F 0baðyðtÞba Þðy� y
ðtÞ
ba Þ

þ ½ðATAGÞbb þ �Laa�ðy� y
ðtÞ
ba Þ2:

(17)

tu
With Eq. (16) to find that Gðy; yðtÞba Þ � FbaðyÞ is equivalent

to

ðATAYGÞba þ �ðYDÞba
y
ðtÞ
ba

� ðATAGÞbb þ �Laa: (18)

In fact, we have

ðATAYGÞba ¼
Xk

l¼1 y
ðtÞ
bl ðATAGÞla � ðATAGÞbbyðtÞba : (19)

And

�ðYDÞba ¼ �
Xm

j¼1 y
t
bjDja � �ytbaDaa

� �ytbaðD�WÞaa ¼ �ytbaLaa:
(20)

Thus Eq. (18) holds and Gðy; yðtÞba Þ � FbaðyÞ. Now we can
demonstrate the convergence of theorem:

Proof of theorem. Replacing Gðy; yðtÞba Þ in Eq. (14) by Eq. (16)
results in the following update rules:

y
ðtþ1Þ
ba ¼ y

ðtÞ
ba � y

ðtÞ
ba

F 0baðyðtÞba Þ
2ðATAYGÞba þ 2�ðYDÞba

¼ y
ðtÞ
ba

ðATXGþ �YWÞba
ðATAYGÞba þ �ðYDÞba

:

(21)

tu
Since Eq. (16) is an auxiliary function, Fba is non-increas-

ing under the update rules.
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